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ABSTRACT

Sequences of mth order symmetric statistics are
examined for convergence in law. Under appropriate condi-
tions, a limiting distribution exists and is equivalent to
that of a linear combination of products of Hermite poly-
nomials of independent N(0,1l) random variables.

Connections with the work of von Mises, Hoeffding, and

Filippova are noted.
AMS (MOS) Subject Classification: Primary 60F05; Secondary 62E20.

Key Words: Symmetric statistics, Hermite polynomials, von Mises
statistics, U-statistics.

Work Unit No. 4 -Probability, Statistics and Combinatorics

Explanation
In probability and statistics one often forms symmetric functions of

a set of observed random variables xl,...,xn. Common examples are the

+...%
Xl X

sample mean X = L and the sample variance o = L. Tix % 2.
n n n n-l i'n '

It is of interest to know whether such quantities possess a limiting
distribution as the sample size gets very large. In this report

we present a quite general result describing the nature of such asymptotic
distributions. A special case is the classical central limit theorem for

x .
n

Sponsorced by the United States Army under Contract No. WAAG29-75-C-0024
and National Science Foundation Grant MCS 76-08316.
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ASYMPTOTIC DISTRIBUTION OF SYMMETRIC STATISTICS

H. Rubin and R. A. Vitale

I. Introduction.

Symmetric statistics arise naturally in a variety of contexts and accordingly have been
investigated from several points of view (see, for instance, von Mises (7), Hoeffding [4],
Filippova [2), and Rubin and Sethuraman (8]). Our purpose here is to provide a unified ap-
proach to their asymptotic behavior in law by exploiting an orthogonal expansion technique.
This method is implicit in parts of (7] where it is apparently employed in an ad hoc fashion,
A systematic development, as we shall see, can be pursued to obtain quite general results
and in addition offer added insight into the structure of symmetric statistics. The
central role of Hermite polynomials, for instance, has not been noted before to the best of
our knowledge.

II. Recasting a Symmetric Statistic.

It will be convenient to consider symmetric statistics in a canonical form which we
develop in this section.

Let us consider random variables xl""'xn which are iid and a symmetric statistic
Z = f(xl,...,xn). (The reader should note that subsequent discussions do not require the )(‘i
to be real valued. Inasmuch as we deal only with functions of the X0 the latter may
be random elements of any appropriate space. The p:ésent study was in fact motivated by a
consideration of functionals of random sets (Vitale [11]).) We assume that 2Z is of order m

- that is,

m
(1) ga ) JORO e X))
x=0 LT I

where the inner sum is over a set of indices closed under permutations of 1,2,...,n. Be-
cause of this symmetry, we may assume that the sk themselves are symmetric. Moreover,
since an evaluation of | sk over repeated arguments may be moved to a smaller k (together
with its symmetrizations), let us assume that this has been done and that each inner sum is
hollow, i.e., over a set of distinct indices.

Since the Sk are symmetric, we may express (1) as

m
Nats Pue -

k=0 Bk k

Ssponsored by the United States Army under Contract No. DAANG29-75-C-0024 and the National
Science Foundation Grant MCS 76-08316. ‘




where E = (11. S xk) is a k element subset of 1,...,n, x‘k - (8‘1, e xik)'
and ‘1"(') = msk(-) . By the elegant device of introducing conditional expectations of
different orders, Hoeffding [5] has shown that under suitable conditions (2) can be re-
written as ;
bt
2= (x, )
k=0 E, A%,

where the l& resemble the 'rk but satisfy additionally

ER (X, «co v % _1/X) =0

and hence
E ”‘(x‘x) P)‘.()%.k‘) =0

if k¢¥k' or if k = k' and Ek;lz"‘.
Let us derive this representation in a somewhat different way under the assumption of

square integrability of the Sk . Without loss of generality we may assume that the square

integrable functions of x‘ form a separable Hilbert space with orthonormal basis vo(x i) =1,
k

¢1(xi),... . Then the system of functions { N A (xj)) forms an orthonormal basis for
=1 73
the Hilbert space of square integrable functions over the product space (xl""'xk)'

In the expansion for T _(X_ ) we isolate those terms in which the basis element has ¢

k Bk 0
occurring as a (k-h)-fold factor, 0 < h < k. With the introduction of “kh' a symmetric
function of h arguments, this contribution can be \!xitten as

1 W (x )
g &5 R
so that
3.
T (X ) = w.(x_)
i SRR gce, "
and

m k
z2 = kzo E‘\ hzo ?T.CE!,‘ ukh(xgh).

" Changing the order of summation yields
£ whe of
(3) 2= W.(x, )
k=0 E_ h=k ECE - x‘k
Employing the orthonormality of the vi, one can verify that

E 'hk(xl""'xk-l'xk) =0
so t™ ¢ (3) is Hoeffding's decomposition with the assignment




nk(x‘k) - hzk B’Z‘% "hu"‘sk"

Finally, making use of the representations for the W _, we find it convenient to re-write

hk
(3) as .
: =z + 3 : v x )
@ s-m+ 15,«0"':50 U lz‘1 "'.{,5-1 1 %, 3 ‘
n:l;fnj ‘
for some coefficients q . The zero-th order term has been isolated so that i, ¥ 0, and

b
consequently E \01 (X_ ) = 0, throughout.
3

I1I A.smtotics
We shall consider the asymptotic behavior of a sequence of order m symmetric statis-

tics described as follows (the reader will recognize expressions from the previous section

with additional dependencies on n carried by left subscripts): for each n let “x1

i=1,...,n be iid and serve as arguments for the symmetric statistic

Z = { I S(xi,....

e k=0 1x

(hollow representation). We assume that

k=0,...,m
ank(nxxk s n=1,2,...

so that nz can be written as
m k
TR S0 (e SRR g R Tt R E e N
n no k=1 11’,0 1k"° n 11...& ny n 3=1 n 1j n nj
n,¥n
53
let us recall that terms of this expansion are orthogonal except that two arising from

different permutations of 11,....1 are identical. An elementary but elaborate calcula-

k
tion depending on this consideration shows that

(5) var( 2) = {kl P ... § =B .
k=1 i #o 1k’° (n"k)l n il...ik

This suggests a convenient nomlization within each term: Since (—::-")—' - nk, let us set
x/2 L
r =n q and
2 n il...ik n 11...1,‘
k
~k/2
v n Tose 'l /0 9 tx )
Yl P ni, 'n'n
1 1 ‘k ny n =1 3 b}
nyhy

et - - i . e T s SR BT




(6) nl e

RS TR r v .
k=1 1k,‘° ‘x"° n 11...& n 1‘...11
We shall prove the following.

Theorem. Let nﬁl""‘k -* :"1""): and let the series (5) for Var(nz) be uniformly con-
vergent. For each i >0 and € > 0, let

2
™ I 1/2 n’i (nxl’ d”nxl) e
e x> 0%
as n + ®, Let Gl""'cj"" denote a sequence of iid standard normal variables. Then
nz - n'o converges in-distrihuuon to g 2
(8) L ) T n H (G,)
k=1 11,‘0 Lkio ‘1""& =1 vii,j) )

where H, is the a-th Hermite polynomial and v(i,j) is the number of times j occurs

in the sequence i = 11,....!.*.

Proof. We first observe that a standard truncation argument can be invoked: by virtue
of the uniform convergence of the series for Vu(nz). (6) can be truncated to a finite series
with a uniformly small mean square error (in n ). The terms of Z share the “orthogonal

or identical" property with those of nz-ngo and moreover
m
var(Z) = I xt § ... I ;i .
S T R T e R
These facts are sufficient for the convergence in law of truncations to imply the theorem

(Mann and Wald [6)).

To show convergence of truncations it is enough to verify that the quantities

o -1/2%7
% P tzl 73 (X

are asymptotically independent standard normal variables and that for each 11""'£k
@

- H (Y.)»0 in probability.

nv:l olu vl v(i,j) nj

¢ 1 k i=1
The first result holds since the n'l 5 are already orthonormal and in (7) we have
assumed the required Lindeberg condition.

To prove the second result we apply the lemma in the appendix to _V i + We see

n 11 X
that
-h/2 3:‘
t({a,,...,a.}) = n ¥, ) s 9. (%),
1 h t=1 1. t n 1. t
1 n

i h= 1, this is precisely Y:l . If h= 2, the Lindeberg condition suffices to show that

a

1
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tv({a,b)) » 1 in probability if o - d"b and rt({a,b}) » 0 in probability otherwise.
a

Also, by that condition, max In 2 n’i(xt." + 0 in probability, so that all higher order
l<tc<n
(>2) terms vanish asymptotically. As a result we need only consider partitions ® into 1

and 2 element sets and if {a,b} e 8, 1. - "b . Thus asymptotically

n':l...zk ~RB 9%

where

i 1,28 v(i,3)-20(8)
uv(i'j)(y) z (-1) Y

with ® ranging over all partitions of {1,2,...,v{i,j)} into 2-element sets, of which
there are p(#), and l-element sets, of which there are v(i,j) - 2p(8) . But for each a ,

the number of partitions # with p(#) = a is precisely the coefficient of the appropriate

Hermite polynomial.

IV Low-order Cases.

The result simplifies if ;1 ‘x =0 for k > 3. If only first order terms are
1
present, then we have the asymptotic normality results of Hoeffding ([4].

If there are only second order terms present, then we have

= A
z= ]1r, G-+ ) Ty 665 -

ir)

(if we diagonalize the quadratic form ): Eij ‘1‘3' the off-diagonal terms vanish). This
corresponds to results of von Mises (7] and Filippova [2] except for the centering in the
diagonal terms. This allows us to avoid the unnecessary assumption |2 ;‘ i' < e,

If both linear and quadratic terms arc present, then after diagonalization (8) becomes

Lo (ci-1) + v.6,

which is a convenient form for computation. This case occurs in the case of Pitman alterna-
tives where the null hypothesis yields only quadratic terms.

We note that in each of these cases an cxpansion of Z can be exhibited which has
independent terms. Unfortunately these considerations cannot be extended to higher order.
For example the third order form

G} - 36, + G, (G5 - 1) = Hy(G)) + K, (G)) H,(G,)
cannot be written as cHa(G;) + 883(6;) with independent Gaussian GI and G; .
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V., Additional Remarks.

The results of von Mises [7]) and Filippova [2) are couched in terms of full sums.
Their assumptions, however, are sufficient to allow hollow sum decompositions and the use
of our method.

We note that the square integrability condition is not necessary for our result to hold

n
in some cases. For example, let us consider nz = “-3/2( 2 xt)l where xt has mean o
t=1
and variance 1. Obviously we have Z = c: - “3(61) +3 "1(61" However, the decomposition
of 2 is
n
(9) z= n /2 DI x x x +3a-1n"Y2]x :
n n, n n t
n,7n 2 3
i3

-1/2“3

-3 2 -3/2 3 3
LY Saudnliy x; -mcn2 +nY Lix, - Ex)) +n g

n,¥n, 1
Now the first two terms are what make the theorem work. However, the assumption of square
integrability of each term fails even at the third, which does not have a finite variance
unless the fourth moment of X, exists. Obviously our condition is too strong, but we
do not have an appropriate weakened form. Note, incidentally, that (9) shows how coefficients
in the decomposition can exhibit a dependence on n even before term-wise normalization has
been done (4).

Under the conditions imposed, we can say nothing about the rate of the indicated con-
vergence. The stronger assumption of third moments sh;wuld be sufficient to allow the use of
methods of Sazonov [9,10] therecby generalizing his result on the rate of convergence for the
Cramer-von Mises statistics. Moreover, modérate deviation results can probably be obtained under
appropriate assumptions and the use of techniques developed in Dirkse [1), Funk [3), and

Rubin and Sethuraman (8].

Appendix. The evaluation of a hollow sum.

et o= J...] o ... . Then we show that
n n’ 1 “knk
niylnj

(a1) o= J N C(E)T(E) ,

A E€g
wvhere #® ranges over all partitions of { 1,...,k} into non-empty disjoint sets, C(E) =

(-1)3-1(5-1)1 (E = number of elements of E), and

TE) = ] N a
t i€E

it
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This is easily established by induction. For k = 1 this states that [ “." {au
and for k = 2 that

I % °2n2 = Qo 8y, - Lo)9 -

& ny ¥ n, 1
AR TN Gy eee By
"1»,)‘":‘*1 s e
= (1211 coe Ekaml cos q‘nk)( I °k01,t’
nifnj -
- EEI... 'E‘kaml o’m" °k+1.np
nisfnj
(A2) =

tkeith ] o emie -§ ; I CET(E') ,
» Ee p P Ee & P
where El.’ = E U{k+l}] if pe E and Bl" = E otherwise, and #' ranges over the partitions of
2yecask} o
Let us identify contributions of (A2) to (Al) written over partitions  of {1,...,x#1}.
We separate into two cases. If {x+1) €§ then the relevant term of (Al) is
*
t({k+1}) 1 C(E) T(E) which agrces with the first term of (A2). 1In the other case, let F
E€ D
E#{k+1)}
be the element of # containing k+1 and p other elements. Then this term of (Al) occurs
p times in the second term of (A2) as -l c(r(xn))r(al')) and thus C(F) = -pC(F~ (k+1}),

which establishes the conjecture.
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